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Characteristics of linear and nonlinear approximation
of isotropic classes of periodic multivariate functions

Romanyuk A.S.1, Romanyuk V.S.1, Pozharska K.V.1, , Hembars’ka S.B.2

Exact order estimates for some characteristics of linear and nonlinear approximation of the iso-

tropic Nikol’skii-Besov classes Br
p,θ of periodic multivariate functions in the spaces Bq,1, 1 ≤ q ≤ ∞,

are obtained. Among them are the best orthogonal trigonometric approximations, best m-term

trigonometric approximations, Kolmogorov, linear and trigonometric widths.

For all considered characteristics, their estimates coincide in order with the corresponding

estimates in the spaces Lq. Moreover, the obtained exact in order estimates (except the case

1 < p < 2 ≤ q <
p

p−1 ) are realized by the approximation of functions from the classes Br
p,θ by

trigonometric polynomials with the spectrum in cubic regions. In any case, they do not depend on

the smoothness parameter θ.
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Introduction

In the paper, we investigate linear and nonlinear methods of approximation of the isotropic

Nikol’skii-Besov classes Br
p,θ of periodic multivariate functions in the spaces Bq,1, 1 ≤ q ≤ ∞.

These spaces, as linear subspaces in Lq, 1 ≤ q ≤ ∞, have a peculiarity in that their norm

is stronger than the Lq-norm. The motivation to study approximative characteristics in such

spaces is the following.

In the number of papers [2, 7, 8, 11, 24–27, 31], the questions concerning approximation of

classes of periodic multivariate functions with mixed smoothness (the classes of Nikol’skii-

Besov-type Br
p,θ , Sobolev classes Wr

p,α and some their analogs) in the normed spaces with

slightly modified norms comparing to the norm of Bq,1, q ∈ {1, ∞}, were investigated. As

a result of the investigations, it was revealed that in many situations the obtained estimates of

considered approximative characteristics differ in order from the estimates of corresponding

characteristics in the spaces Lq, q ∈ {1, ∞}. Besides, they depend on the smoothness parame-

ter θ. It is worth mentioning that optimal (from the point of view of order values) aggregates
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for approximation of the mentioned classes of functions are trigonometric polynomials with

“numbers” of harmonics from the so-called step hyperbolic crosses.

A completely different situation is when investigating the approximative characteristics of

the isotropic Nikol’skii-Besov classes Br
p,θ in the spaces Bq,1, 1 ≤ q ≤ ∞. The difference is in

following.

For all of the considered in the paper characteristics of linear and nonlinear approximation

of the classes Br
p,θ , their estimates in the spaces Bq,1, 1 ≤ q ≤ ∞, coincide in order with the

corresponding estimates in the spaces Lq. Moreover, the obtained exact in order estimates

(except the case 1 < p < 2 ≤ q <
p

p−1 ) are realized by the approximation of functions from

the classes Br
p,θ by trigonometric polynomials with the spectrum in cubic regions. In any case,

they do not depend on the smoothness parameter θ.

The obtained results generalize and complement the corresponding statements from the

papers [4, 17, 18, 21]. We will further comment on this more.

Let us introduce now the needed notations and definitions.

Let R
d, d ≥ 1, be the d-dimensional Euclidean space of points x = (x1, . . . , xd), and Lp(Td),

1 ≤ p ≤ ∞, Td = ∏
d
j=1[0; 2π), be the space of functions f (x) = f (x1, . . . , xd) that are

2π-periodic in each variable and their norm

‖ f‖p :=

(
(2π)−d

∫

Td

∣∣∣ f (x)
∣∣∣

p
dx

) 1
p

, 1 ≤ p < ∞,

‖ f‖∞ := ess sup
x∈Td

∣∣∣ f (x)
∣∣∣,

is finite.

Furthermore, let k ∈ N and h ∈ R
d. For f ∈ Lp(Td), we denote ∆h f (x) = f (x + h)− f (x),

and define the difference of order k with a step h by the following formula

∆k
h f (x) = ∆h∆k−1

h f (x), ∆0
h f (x) = f (x).

The modulus of smoothness of order k for a function f ∈ Lp(Td) is defined by the formula

wk( f , t)p := sup
|h|≤t

‖∆k
h f‖p, where |h| =

√
h2

1 + · · ·+ h2
d.

We say that a function f ∈ Lp(Td) belongs to the space Br
p,θ, 1 ≤ p, θ ≤ ∞, r > 0, if

( ∫ ∞

0

(
t−rwk( f , t)p

)θ dt

t

) 1
θ
< ∞, 1 ≤ θ < ∞,

and

sup
t>0

t−rwk( f , t)p < ∞, θ = ∞.

The norm of the space Br
p,θ is defined by formulas

‖ f‖Br
p,θ

:= ‖ f‖p +
( ∫ ∞

0

(
t−rwk( f , t)p

)θ dt

t

) 1
θ
, 1 ≤ θ < ∞,

and

‖ f‖Br
p,∞

:= ‖ f‖p + sup
t>0

t−rwk( f , t)p, θ = ∞, for some k > r.
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The spaces Hr
p ≡ Br

p,∞ and Br
p,θ, 1 ≤ θ < ∞, were introduced by S.M. Nikol’skii [14] and

O.V. Besov [3], respectively.

The Nikol’skii-Besov class is defined as the unit ball in the space Br
p,θ. We will use for it the

same notation, i.e. put

Br
p,θ := { f ∈ Br

p,θ : ‖ f‖Br
p,θ

≤ 1}.

Note that the classes Br
p,θ and Hr

p were studied from the approximation viewpoint in [4, 6, 10,

11, 17–19, 28, 33], where additional relevant references can be found. In what follows, it will be

convenient for us to use the equivalent (up to absolute constants) definition for the norm in the

space Br
p,θ.

Let Vl(t), l ∈ N, t ∈ R, denote the de la Vallee-Poussin kernel of the form

Vl(t) := l−1
2l−1

∑
k=l

Dk(t),

where

Dk(t) :=
k

∑
m=−k

eimt

is the Dirichlet kernel.

The multidimensional kernel Vl(x), l ∈ N, x ∈ R
d, is defined by the formula

Vl(x) :=
d

∏
j=1

Vl(xj).

Let Vl be an operator that is defined by the convolution of a function f ∈ L1(T
d) with the

multidimensional kernel Vl(x), i.e.

Vl f (x) := ( f ∗ Vl)(x) = Vl( f , x) := Vl( f ).

For f ∈ L1(T
d), we set

σ0( f ) := σ0( f , x) = V1( f , x),

σs( f ) := σs( f , x) = V2s( f , x)− V2s−1( f , x), s ∈ N.

Then for function in Br
p,θ, 1 ≤ p, θ ≤ ∞, r > 0, the following equivalences hold [13]:

‖ f‖Br
p,θ

≍
(

∑
s∈Z+

2srθ‖σs( f )‖θ
p

) 1
θ
, 1 ≤ θ < ∞,

‖ f‖Br
p,∞

≍ sup
s∈Z+

2sr‖σs( f )‖p , θ = ∞,
(1)

where Z+ = N ∪ {0}. Here and below, for positive sequences a(n) and b(n), n ∈ N, we will

use the notation a(n) ≍ b(n), that means that there exist the constants 0 < C1 ≤ C2 such that

C1a(n) ≤ b(n) ≤ C2a(n). If only b(n) ≤ C2a(n)
(
or b(n) ≥ C1a(n)

)
holds, then we will write

b(n) ≪ a(n)
(
b(n) ≫ a(n)

)
.

Note, that in the case 1 < p < ∞ one can write the equivalent to (1) norm definitions, using

some unions of “blocks” of the Fourier series of the function f instead of σs( f ). For f ∈ Lp(Td),

1 < p < ∞, we define

f(0) := f(0)(x) = f̂ (0), f(s) := f(s)(x) = ∑
2s−1≤max

j=1,d
|k j|<2s

f̂ (k)ei(k,x), s ∈ N,



Characteristics of linear and nonlinear approximation of isotropic classes 81

where (k, x) = k1x1 + · · · + kdxd and f̂ (k) = (2π)−d
∫

Td f (t)e−i(k,t)dt are the Fourier coeffi-

cients of f .

Then if 1 < p < ∞, 1 ≤ θ ≤ ∞, r > 0, for f ∈ Br
p,θ we have

‖ f‖Br
p,θ

≍

(

∑
s∈Z+

2srθ‖ f(s)‖
θ
p

) 1
θ

, 1 ≤ θ < ∞,

‖ f‖Br
p,∞

≍ sup
s∈Z+

2sr‖ f(s)‖p, θ = ∞.

Note, that for the spaces Br
p,θ the following embeddings hold

Br
p,1 ⊂ Br

p,θ1
⊂ Br

p,θ2
⊂ Br

p,∞ ≡ Hr
p, 1 ≤ θ1 ≤ θ2 ≤ ∞.

Now we define a norm ‖ · ‖Bq,1
in the subspaces Bq,1, 1 ≤ q ≤ ∞, of functions f ∈ Lq(Td).

Such norm is similar to the decomposition norm of functions from the Besov spaces Br
q,θ

(see (1)). Hence, for trigonometric polynomials t with respect to the multiple trigonometric

system {ei(k,x)}k∈Zd , the norm ‖t‖Bq,1
is defined by the formula

‖t‖Bq,1
:= ∑

s

‖σs(t)‖q .

Analogically we define the norm ‖ f‖Bq,1
for any function f ∈ Lq(Td) such that the series

∑s∈Z+
‖σs( f )‖q is convergent. Note, that for f ∈ Bq,1, 1 ≤ q ≤ ∞, the following relations

hold:

‖ f‖q ≪ ‖ f‖Bq,1
; ‖ f‖B1,1

≤ ‖ f‖Bq,1
≤ ‖ f‖B∞,1

.

1 Best orthogonal trigonometric approximations

Let us define the approximation characteristic that will be investigated in this part of the

paper.

Let X be a normed space with the norm ‖ · ‖X and Θm be a set of m arbitrary d-dimensional

vectors with integer coordinates. For f ∈ X we denote

SΘm
( f ) := SΘm

( f , x) = ∑
k∈Θm

f̂ (k)ei(k,x)

and consider the quantity

e⊥m( f )X := inf
Θm

‖ f − SΘm( f )‖X .

If F ⊂ X is a functional class, then we put

e⊥m(F)X := sup
f∈F

e⊥m( f )X .

The quantity e⊥m(F)X is called the best orthogonal trigonometric approximation of the class

F in the space X. The quantities e⊥m(F)X for different functional classes F in the Lebesque

spaces Lq(Td) as well as in some of their subspaces were investigated in many papers (see,

e.g., [1, 8, 15, 16, 18, 21, 25, 27, 30]), where one can find a more detailed bibliography.

Now we formulate two further needed statements.
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Theorem A ([21]). Let 1 ≤ p, q, θ ≤ ∞, (p, q) /∈ {(1, 1), (∞, ∞)}, r > d
(

1
p −

1
q

)
+

. Then

e⊥m(B
r
p,θ)q := e⊥m(B

r
p,θ)Lq(Td) ≍ m

− r
d+
(

1
p−

1
q

)
+ , where a+ = max{a; 0}.

Theorem B. Let

t(x) = ∑
|k j|≤nj

ckei(k,x),

where nj ∈ N, j = 1, d. Then for 1 ≤ p < q ≤ ∞ the following inequality holds

‖t‖q ≤ 2d
d

∏
j=1

n
1
p−

1
q

j ‖t‖p. (2)

Inequality (2) was obtained by S.M. Nikol’skii [14] and referred to as the inequality for

different metrics. Now we formulate and prove the results obtained for the approximation

characteristics of the classes Br
p,θ in the spaces Bq,1.

Theorem 1. Let 1 ≤ p, q, θ ≤ ∞, (p, q) /∈ {(1, 1), (∞, ∞)}. If r > d
(

1
p −

1
q

)
+

, then

e⊥m(B
r
p,θ)Bq,1

≍ m
− r

d+
(

1
p−

1
q

)
+ , where a+ = max{a; 0}. (3)

Proof. First we prove the upper estimate in (3). We also note, that due to the embedding Br
p,θ ⊂

Hr
p, 1 ≤ θ < ∞, it is sufficient to get this estimate for the quantity e⊥m(H

r
p)Bq,1

.

We will consider several cases.

Case 1 < p = q < ∞. For a given m ∈ N we take a number n(m) such that 2(n−1)d ≤ m <

2nd holds, i.e. 2n ≍ m1/d, and consider the approximation of functions f ∈ Hr
p by their cubic

Fourier sums Sn( f ) of the form

Sn( f ) := Sn( f , x) =
n

∑
s=0

f(s)(x). (4)

By the norm definition of the space Bq,1 and the convolution property, we can write

e⊥m( f )Bq,1
≪ ‖ f − Sn( f )‖Bq,1

=

∥∥∥∥∥
∞

∑
s=n+1

f(s)

∥∥∥∥∥
Bp,1

= ∑
s∈Z+

∥∥∥∥∥σs ∗
∞

∑
s′=n+1

f(s′)

∥∥∥∥∥
p

≤
∞

∑
s=n

∥∥∥∥∥σs ∗
s+1

∑
s′=s

f(s′)

∥∥∥∥∥
p

≤
∞

∑
s=n

‖σs‖1

∥∥∥∥∥
s+1

∑
s′=s

f(s′)

∥∥∥∥∥
p

= I1.

(5)

Further we use the relation ‖V2s‖p ≍ 2
sd
(

1− 1
p

)

, 1 ≤ p ≤ ∞, (see, e.g., [32, Ch. 1, §1]), and get

‖σs‖1 = ‖V2s − V2s−1‖1 ≤ ‖V2s‖1 + ‖V2s−1‖1 ≤ C3. (6)

Besides, taking into account that

‖ f(s′)‖p ≪ 2−s′r, f ∈ Hr
p, s′ ∈ N, 1 < p < ∞,
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we have ∥∥∥∥∥
s+1

∑
s′=s

f(s′)

∥∥∥∥∥
p

≤
s+1

∑
s′=s

‖ f(s′)‖p ≪
s+1

∑
s′=s

2−s′r ≪ 2−sr. (7)

Hence, (5), (6) and (7) yield the estimate

e⊥m( f )Bq,1
≪ I1 ≪

∞

∑
s=n

2−sr ≪ 2−nr ≍ m− r
d .

Case 1 ≤ p < q ≤ ∞. For f ∈ Hr
p, according to the convolution property and the relation

(6), we get

e⊥m( f )Bq,1
≪

∞

∑
s=n

∥∥∥∥∥σs ∗
s+1

∑
s′=s

f(s′)

∥∥∥∥∥
q

≤
∞

∑
s=n

‖σs‖1

∥∥∥∥∥
s+1

∑
s′=s

f(s′)

∥∥∥∥∥
q

≪
∞

∑
s=n

‖ f(s)‖q = I2. (8)

To further estimate the quantity I2, we use the inequality (2). Let q0 is a number that satisfy

the condition p < q0 < q. Then

I2 ≪
∞

∑
s=n

2
sd
(

1
q0
− 1

q

)

‖ f(s)‖q0 ≪
∞

∑
s=n

2
sd
(

1
q0
− 1

q

)

‖σs( f )‖q0

≪
∞

∑
s=n

2
sd
(

1
q0
− 1

q

)

2
sd
(

1
p−

1
q0

)

‖σs( f )‖p =
∞

∑
s=n

2
sd
(

1
p−

1
q

)

‖σs( f )‖p .

(9)

Taking into account that

‖σs( f )‖p ≪ 2−sr, f ∈ Hr
p, 1 ≤ p ≤ ∞, s ∈ N,

we obtain

I2 ≪
∞

∑
s=n

2
sd
(

1
p−

1
q

)

2−sr =
∞

∑
s=n

2
−sd

(
r
d−

1
p+

1
q

)

≪ 2
−nd

(
r
d−

1
p+

1
q

)

≍ m
− r

d+
1
p−

1
q . (10)

From (8), (9) and (10) we get the upper estimate for the quantity e⊥m(H
r
p)Bq,1

, 1 ≤ p < q ≤ ∞.

Case 1 < q < p < ∞. Here the upper estimate for the quantity e⊥m(H
r
p)Bq,1

follows from the

case 1 < p = q < ∞ due to the embedding Hr
p ⊂ Hr

q, i.e.

e⊥m(H
r
p)Bq,1

≪ e⊥m(H
r
q)Bq,1

≍ m− r
d . (11)

Case 1 < q < ∞, p = ∞. The upper estimate for the quantity e⊥m(H
r
∞)Bq,1

is a corollary from

(11) due to the embedding Hr
∞ ⊂ Hr

p, 1 ≤ p < ∞.

Case 1 < p ≤ ∞, q = 1. The upper estimate for the quantity e⊥m(H
r
p)B1,1

follows from (11) in

view of the inequality ‖ · ‖B1,1
< ‖ · ‖Bq,1

, q > 1, and the embedding Hr
∞ ⊂ Hr

p.

The upper estimates for all of the cases considered in the theorem are proved. As to the

lower estimate in (3), we note that it is a corollary from Theorem А and the inequality ‖ · ‖Bq,1
≫

‖ · ‖q. Theorem 1 is proved.

Remark 1. In the case d = 1, the estimate of the quantity e⊥m(B
r
p,θ)B∞,1

was obtained in the

papers [25] and [27] for 1 < p < ∞ and p = 1, respectively.
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Remark 2. Analysing the proof of Theorem 1 and comparing the obtained there result with the

estimate of corresponding approximation characteristics that was considered in Theorem A,

we can make a conclusion that the following relation holds

e⊥m(B
r
p,θ)Bq,1

≍ e⊥m(B
r
p,θ)q, 1 ≤ p, q, θ ≤ ∞, (p, q) /∈

{
(1, 1), (∞, ∞)

}
, r > d

(
1

p
−

1

q

)

+

.

Now we formulate a corollary from Theorem 1, that corresponds to the approximation

of functions f ∈ Br
p,θ in the space Bq,1 by their Fourier sums Sn( f ) of the form (4). For the

functional class Br
p,θ and n ∈ N, we consider the quantity

En(B
r
p,θ)Bq,1

:= sup
f∈Br

p,θ

‖ f − Sn( f )‖Bq,1
.

Corollary 1. Let 1 ≤ p, q, θ ≤ ∞, (p, q) /∈ {(1, 1), (∞, ∞)}. If r > d
(

1
p −

1
q

)
+

, then the relation

En(B
r
p,θ)Bq,1

≍ 2
−nd

(
r
d−
(

1
p−

1
q

)
+

)

(12)

holds.

Proof. The upper estimate in (12) was obtained during proving Theorem 1. The corresponding

lower estimate also follows from this theorem under the condition 2(n−1)d ≤ m < 2nd, i.e.

En(B
r
p,θ)Bq,1

≫ e⊥m(B
r
p,θ)Bq,1

≍ m
− r

d+
(

1
p−

1
q

)
+ ≍ 2

−nd

(
r
d−
(

1
p−

1
q

)
+

)

.

Remark 3. Combining the results of Theorem 1 and Corollary 1, we make a conclusion that

for m ≍ 2nd the following relation holds

e⊥m(B
r
p,θ)Bq,1

≍ En(B
r
p,θ)Bq,1

, 1 ≤ p, q, θ ≤ ∞, (p, q) /∈ {(1, 1), (∞, ∞)}, r > d

(
1

p
−

1

q

)

+

.

2 Best approximations and widths

In this part of the paper, we first get the exact order estimates for the best approximations

of the classes Br
p,θ in the space Bq,1, 1 ≤ p, q, θ ≤ ∞, by trigonometric polynomials with the

spectrum in cubic regions. So, let T
(
Cd(2n)

)
, n ∈ Z+, be a set of trigonometric polynomials t

of the form

t := t(x) = ∑
k∈Cd(2n)

ckei(k,x), ck ∈ C,

where Cd(2n) := {k : k = (k1, . . . , kd) ∈ Zd : |kj | < 2n, j = 1, d}.

For f ∈ X we define by

En( f )X := inf
t∈T(Cd(2n))

‖ f − t‖X

the best approximation of the function f by trigonometric polynomials from the set T
(
Cd(2n)

)

in the space X. If F ⊂ X is some functional class, then we set

En(F)X := sup
f∈F

En( f )X .
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Note, that in the case X = Lq(Td), 1 ≤ q ≤ ∞, the quantities En(Br
p,θ)q := En(Br

p,θ)Lq(Td) were

investigated in the papers [17, 21] and, in particular, in the work [21] the following statement

was proved.

Theorem C. Let 1 ≤ p, q, θ ≤ ∞. If r > d
(

1
p −

1
q

)
+

, then

En(B
r
p,θ)q ≍ 2

−nd

(
r
d−
(

1
p−

1
q

)
+

)

, where a+ = max{a; 0}.

Theorem 2. Let 1 ≤ p, q, θ ≤ ∞. Then for r > d
(

1
p −

1
q

)
+

the relation

En(B
r
p,θ)Bq,1

≍ 2
−nd

(
r
d−
(

1
p−

1
q

)
+

)

(13)

holds.

Proof. Let us prove the upper estimate in (13). Note, that for (p, q) /∈ {(1, 1), (∞, ∞)} the

needed estimate follows from Theorem 1 due to the relation

En(B
r
p,θ)Bq,1

≪ En(B
r
p,θ)Bq,1

≍ 2
−nd

(
r
d−
(

1
p−

1
q

)
+

)

.

Therefore, it is sufficient to get the upper estimate for the quantity En(Br
p,θ)Bp,1

, p ∈ {1, ∞}.

At the same time, as it was indicated during proving Theorem 1, it is sufficient to obtain the

corresponding estimate for the classes Hr
p.

Let us consider the approximation of a function f ∈ Hr
p by polynomials tn( f ) ∈ T(Cd(2n))

of the form

tn( f ) := tn( f , x) =
n−1

∑
s=0

σs( f , x).

Then for p ∈ {1, ∞} we have

En( f )Bp,1
≤ ‖ f − tn( f )‖Bp,1

=

∥∥∥∥∥
∞

∑
s=n

σs( f )

∥∥∥∥∥
Bp,1

= ∑
s∈Z+

∥∥∥∥∥σs ∗
∞

∑
s′=n

σs′( f )

∥∥∥∥∥
p

≤
∞

∑
s=n−1

∥∥∥∥∥σs ∗
s+1

∑
s′=s−1

σs′( f )

∥∥∥∥∥
p

= I3.

(14)

To further estimate the quantity I3, let us consider two cases.

Case p = 1. Due to the convolution property and the relations ‖σs‖1 ≤ C3 (see (6)),

‖σs( f )‖1 ≪ 2−sr, f ∈ Hr
1, we can write

I3 ≤
∞

∑
s=n−1

‖σs‖1

∥∥∥∥∥
s+1

∑
s′=s−1

σs′( f )

∥∥∥∥∥
1

≪
∞

∑
s=n−1

s+1

∑
s′=s−1

∥∥∥σs′( f )
∥∥∥

1

≪
∞

∑
s=n−1

s+1

∑
s′=s−1

2−s′r ≪
∞

∑
s=n−1

2−sr ≪ 2−nr.

(15)
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Case p = ∞. The quantity I3 can be estimated as follows

I3 ≤
∞

∑
s=n−1

‖σs‖1

∥∥∥∥∥
s+1

∑
s′=s−1

σs′( f )

∥∥∥∥∥
∞

≪
∞

∑
s=n−1

s+1

∑
s′=s−1

∥∥∥σs′( f )
∥∥∥

∞

≪
∞

∑
s=n−1

s+1

∑
s′=s−1

2−s′r ≪
∞

∑
s=n−1

2−sr ≪ 2−nr.

(16)

Hence, combining the relations (14), (15) and (16), we get the required upper estimate for the

quantity En(Br
p,θ)Bp,1

, p ∈ {1, ∞}. The lower estimate in (13) follows from Theorem C and the

relation ‖ · ‖Bq,1
≫ ‖ · ‖q. Theorem 2 is proved.

We now formulate several corollaries that concern other approximation characteristics. The

first of them deals with the approximation of functions from the classes Br
p,θ in the space Bq,1

by the de la Vallee-Poussin sums.

Corollary 2. Let 1 ≤ p, q, θ ≤ ∞ and r > d
(

1
p −

1
q

)
+

. Then the relation

sup
f∈Br

p,θ

‖ f − V2n−1( f )‖Bq,1
≍ 2

−nd

(
r
d−
(

1
p−

1
q

)
+

)

(17)

holds.

Proof. The upper estimate in (17) was obtained during proving Theorems 1 and 2. The corre-

sponding lower estimate follows from the inequality

sup
f∈Br

p,θ

‖ f − V2n−1( f )‖Bq,1
≥ En(B

r
p,θ)Bq,1

,

and the relation (13).

To formulate the next corollary, let us define the corresponding approximation character-

istics of nonlinear approximation. Let Θm be a set of m arbitrary d-dimensional vectors with

integer coordinates and P(Θm) := P(Θm, x) = ∑k∈Θm
ckei(k,x), (k, x) = k1x1 + · · · + kdxd, be

trigonometric polynomials with frequencies in the set Θm. For f ∈ X, we consider the quantity

em( f )X := inf
ck

inf
Θm

‖ f − P(Θm)‖X ,

which is called the best m-term trigonometric approximation of f . For a class F ⊂ X, we set

em(F)X := sup
f∈F

em( f )X .

The quantity em( f )2 := em( f )L2(T) for functions of a single variable was introduced by

S.B. Stechkin [29] in order to formulate a criterion of absolute convergence of orthogonal series

in the general case of approximations by polynomials from an arbitrary orthogonal system in

a Hilbert space.

Further the quantities em(F)X for certain functional classes and spaces X = Lq(Td),

d ≥ 1, were studied by many authors. The detailed overview can be found in the mono-

graphs [5, 20, 32, 34, 36].

Note, that from the definitions of the quantities em(F)X and e⊥m(F)X one gets the following

relation

em(F)X ≤ e⊥m(F)X .

Now we formulate the known result that will be used in further speculations.
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Theorem D ([4]). Let 1 ≤ p, q, θ ≤ ∞. Define

r(p, q) :=





d
(

1
p −

1
q

)
+

, 1 ≤ p ≤ q ≤ 2 and 1 ≤ q ≤ p ≤ ∞,

max
{

d
p ; d

2

}
, otherwise.

(18)

Then for r > r(p, q), we have

em(B
r
p,θ)q ≍ m

− r
d+
(

1
p−max

{
1
q ; 1

2

})
+ .

Corollary 3. Let 1 ≤ p ≤ q ≤ 2 or 1 ≤ q ≤ p ≤ ∞. Then for r > d
(

1
p −

1
q

)
+

, 1 ≤ θ ≤ ∞, the

relation

em(B
r
p,θ)Bq,1

≍ m
− r

d+
(

1
p−

1
q

)
+ (19)

holds.

Proof. The upper estimate in (19) follows from Theorem 2 under the condition m ≍ 2nd. The

lower estimate is a corollary from Theorem D and the relation ‖ · ‖q ≪ ‖ · ‖Bq,1
.

Remark 4. Comparing the results of Theorem 2 and Corollary 3 in the cases 1 ≤ p ≤ q ≤ 2

and 1 ≤ q ≤ p ≤ ∞ as m ≍ 2nd, we verify that the following relation is true

En(B
r
p,θ)Bq,1

≍ em(B
r
p,θ)Bq,1

.

To conclude, let us formulate the estimates of some widths of the classes Br
p,θ in the spaces

Bq,1, 1 ≤ p, q, θ ≤ ∞. Let us define now the corresponding approximation characteristics. Let

Y be a normed space with the norm ‖ · ‖Y, Lm(Y) be a set of the subspaces in the space Y of

dimension at most m and W be a centrally-symmetric set in Y. The quantity

dm(W, Y) := inf
Lm∈Lm(Y)

sup
w∈W

inf
u∈Lm

∥∥w − u
∥∥

Y

is called the Kolmogorov m-width of the set W in the space Y. The width dm(W, Y) was intro-

duced in 1936 by A.N. Kolmogorov [12]. Let Y and Z be normed spaces and L(Y, Z) be a set of

linear continuous mappings of Y to Z. The quantity

λm(W, Y) := inf
Lm∈Lm(Y)
Λ∈L(Y,Lm)

sup
w∈W

∥∥w − Λw
∥∥

Y
,

where the lower bound is taken over the all subsets Lm in Lm(Y) of dimension at most m and

all linear continuous operators that map Y into Lm, is called the linear m-width of the set W

in the space Y. The width λm(W, Y) was introduced in 1960 by V.M. Tikhomirov [35]. In what

follows, we define the approximation characteristics that was introduced by R.S. Ismagilov [9].

Let Y = Lq(Td) or Y = Bq,1, 1 ≤ q ≤ ∞, and F ⊂ Y be a functional class.

Trigonometric m-width of the class F in the space Y (the notation d⊤m(F, Y)) is defined by

the formula

d⊤m(F, Y) := inf
{kj}m

j=1

sup
f∈F

inf
{cj}

m
j=1

∥∥∥∥∥ f (·) −
m

∑
j=1

cje
i(kj,·)

∥∥∥∥∥
Y

,
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where {kj}m
j=1 is a set of vectors kj = (k

j
1, . . . , k

j
d), j = 1, m, from the integer grid Zd, cj are

arbitrary complex numbers. According to the introduced definitions of widths, the following

relations hold:

dm(F, Y) ≤ λm(F, Y),

dm(F, Y) ≤ d⊤m(F, Y).
(20)

The history of investigation of widths for different functional classes of periodic multivariate

functions is described in the monographs [5,20,32,34,36]. Now we formulate a corollary from

obtained in the paper and earlier known results.

Corollary 4. Let 1 ≤ θ ≤ ∞, 1 ≤ p ≤ q ≤ 2 or 1 ≤ q ≤ p ≤ ∞. Then for r > d
(

1
p −

1
q

)
+

the

relations

dm(B
r
p,θ , Bq,1) ≍ λm(B

r
p,θ , Bq,1) ≍ d⊤m(B

r
p,θ , Bq,1) ≍ m

− r
d+
(

1
p−

1
q

)
+ (21)

hold.

Proof. The upper estimates for each of the considered in (21) widths follow from Theorem 2

under the condition that the numbers n and m are connected by the relation 2nd ≍ m. As to the

lower estimates in (21), we note that due to (20) it is sufficient to prove the corresponding lower

estimate for the Kolmogorov width dm(Br
p,θ , Bq,1). For this reason we use the known statement.

Theorem E ([19]). Let 1 ≤ p, q, θ ≤ ∞ and r(p, q) is defined by (18). Then for r > r(p, q) we

have

dm(B
r
p,θ , Lq) ≍ m

− r
d+
(

1
p−max

{
1
q ; 1

2

})
+ . (22)

Hence, from (22) and the relation ‖ · ‖q ≪ ‖ · ‖Bq,1
, the estimate

dm(B
r
p,θ , Bq,1) ≫ dm(B

r
p,θ , Lq) ≍ m

− r
d+
(

1
p−

1
q

)
+

follows.

Remark 5. Estimates of widths considered in (21) are realized by approximation of the classes

Br
p,θ by the subspace of trigonometric polynomials with “numbers” of harmonics from the set

Cd(2n) under the condition m ≍ 2nd. Note, that in the case d = 1 and (p, q) ∈ {(1, 1), (∞, ∞)}

the estimates (21) were obtained in the papers [24] and [22] for p = ∞ and p = 1, respectively.

In conclusion, we consider relations between the parameters p and q for which the esti-

mates of the approximative characteristics from Corollaries 3 and 4 are not realized by the

approximations by trigonometric polynomials from the set T(Cd(2n)). First, we formulate a

needed in the following speculations auxiliary statement.

Lemma A ([36, Ch. 10, § 10.2]). Let 2 ≤ q < ∞. Then for any trigonometric polynomial

P(Θm) := P(Θm, x) =
m

∑
j=1

ei(kj,x)

and any n ≤ m there exists a trigonometric polynomial P̃(Θn) := P̃(Θn, x) that consists of at

most n harmonics, and a constant C(q) > 0, such that the inequality

‖P(Θm)− P̃(Θn)‖q ≤ C(q)mn− 1
2

holds. Besides, Θn ⊂ Θm and all of the coefficients of the polynomial P̃(Θn) coincide and do

not exceed mn−1 in their absolute value.



Characteristics of linear and nonlinear approximation of isotropic classes 89

Theorem 3. Let 1 ≤ p < 2 ≤ q <
p

p−1 , 1 ≤ θ ≤ ∞. Then for r > d the relations

dm(B
r
p,θ , Bq,1) ≍ λm(B

r
p,θ , Bq,1) ≍ d⊤m(B

r
p,θ , Bq,1) ≍ m

− r
d+

1
p−

1
2 (23)

hold.

Proof. Let us first get the upper estimate in (23) for the trigonometric widths d⊤m(B
r
p,θ , Bq,1). As

it was already indicated, it is sufficient to obtain the required estimate for the classes Hr
p. Let

us consider two cases.

Case 1 < p < 2. We choose a number l ∈ N such that 2(l−1)d ≤ m ≤ 2ld, i.e. m ≍ 2ld, and

set

α =

(
r

d
−

1

p
+

1

2

)
/

(
r

d
−

1

p
+

1

q

)
.

For s ∈ Z+ we define

ms :=





2sd, 0 ≤ s < l,[
2lr2sd(1− r

d)
]

, l ≤ s ≤ [αl] + 1,

0, s > [αl] + 1,

(24)

where [a] is an integer part of the number a.

Then, taking into account r > d, we get

∑
s∈Z+

ms ≤
l−1

∑
s=0

2sd +
[αl]+1

∑
s=l

2lr2sd(1− r
d) ≪ 2ld + 2lr

[αl]+1

∑
s=l

2sd(1− r
d)

≪ 2ld + 2lr2ld(1− r
d) = 2ld+1 ≍ m.

(25)

Further, for s ∈ Z+ we define the set

µ(s) :=
{

k = (k1, . . . , kd) ∈ Z
d : 2s−1 ≤ max

j=1,d
|kj | < 2s

}

and consider the trigonometric polynomial ts := ts(x) = ∑k∈µ(s) ei(k,x). Let t(Θms) := t(Θms , x)

be a trigonometric polynomial that approximates ts due to Lemma A, i.e.

‖ts − t(Θms)‖q ≪ 2sdm
− 1

2
s , where Θms ⊂ µ(s).

We will approximate the function f ∈ Hr
p, 1 < p < 2, by trigonometric polynomials t of the

form

t := t(x) =
l−1

∑
s=0

f(s)(x) +
[αl]+1

∑
s=l

(
f(s)(x) ∗ t(Θms , x)

)
.

As it was shown in (25), the number of harmonics of the polynomial t does not exceed m in

order. Therefore, we can write

‖ f − t‖Bq,1
≤

∥∥∥∥∥
[αl]+1

∑
s=l

(
f(s) −

(
f(s) ∗ t(Θms)

))
∥∥∥∥∥

Bq,1

+

∥∥∥∥∥∥

∞

∑
s=[αl]+2

f(s)

∥∥∥∥∥∥
Bq,1

= I4 + I5. (26)
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Let us first estimate the term I4. According to the definition of ‖ · ‖Bq,1
, we get

I4 =
∞

∑
s=0

∥∥∥∥∥σs ∗
[αl]+1

∑
s′=l

(
f(s′)−

(
f(s′) ∗ t(Θms′

)
))
∥∥∥∥∥

q

≤
[αl]

∑
s=l−1

∥∥∥∥∥σs ∗
s+1

∑
s′=s

(
f(s′)−

(
f(s′) ∗ t(Θms′

)
))
∥∥∥∥∥

q

≤
[αl]

∑
s=l−1

‖σs‖1

∥∥∥∥∥
s+1

∑
s′=s

(
f(s′) −

(
f(s′) ∗ t(Θms′

)
))
∥∥∥∥∥

q

≪
[αl]

∑
s=l−1

∥∥∥∥∥
s+1

∑
s′=s

(
f(s′) −

(
f(s′) ∗ t(Θms′

)
))
∥∥∥∥∥

q

≪
[αl]+1

∑
s=l−1

∥∥∥
(

f(s)−
(

f(s) ∗ t(Θms)
))∥∥∥

q
= I6.

(27)

To further estimate the quantity I6, we will need one more auxiliary statement. Let Ts be an

operator that acts on a function f by the formula

Ts f := (Ts f )(x) = f (x) ∗
(

ts(x)− t(Θms , x)
)

.

Lemma B ([23]). Let 1 < p < 2 < q <
p

p−1 . Then for the norm of the operator Ts that goes

from Lp to Lq (‖Ts‖p→q), the following estimate

‖Ts‖p→q = sup
‖ f ‖p≤1

‖Ts f‖q ≪ 2sdm
−
(

1
2+

1
p′

)

s (28)

holds, where p′ = p
p−1 .

Hence, using the relation (28), we obtain

I6 =
[αl]+1

∑
s=l−1

∥∥∥Ts f(s)

∥∥∥
q
≤

[αl]+1

∑
s=l−1

‖Ts‖p→q‖ f(s)‖p ≪
[αl]+1

∑
s=l−1

2sdm
−
(

1
2+

1
p′

)

s ‖ f(s)‖p. (29)

Substituting in (29) the values of ms from (24) and making the elementary transformations,

we get

I6 ≪
[αl]+1

∑
s=l−1

2sd2
−lr

(
1
2+

1
p′

)

2
−sd
(

1− r
d

)(
1
2+

1
p′

)

‖ f(s)‖p ≪ 2
−lr

(
1
2+

1
p′

) [αl]+1

∑
s=l−1

2
sd−sd

(
1− r

d

)(
1
2+

1
p′

)
−sr

= 2
−lr

(
1
2+

1
p′

) [αl]+1

∑
s=l−1

2
sd
(

1
p−

1
2

)(
1− r

d

)
.

(30)

Then, taking into account that 1
p − 1

2 > 0 and 1 − r
d < 0, we continue the estimation of (29),

namely

I6 ≪ 2
−lr

(
1
2+

1
p′

)

2
ld
(

1
p−

1
2

)
(1− r

d) = 2
−ld

(
r
d−

1
p+

1
2

)

≍ m
− r

d+
1
p−

1
2 . (31)

Combining (27), (29), (30) and (31), we obtain the required estimate for the quantity I4 in the

case 1 < p < 2, i.e.

I4 ≪ m
− r

d+
1
p−

1
2 . (32)
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Case p = 1. Let q0 ∈ (1, 2) be a number that will be specified later. Then, in view of (2), we

proceed the estimation of the quantity I6 (see (27)) as follows

I6 =
[αl]+1

∑
s=l−1

∥∥∥Ts f(s)

∥∥∥
q
≤

[αl]+1

∑
s=l−1

‖Ts‖q0→q‖ f(s)‖q0 ≪
[αl]+1

∑
s=l−1

‖Ts‖q0→q‖σs( f )‖q0

≪
[αl]+1

∑
s=l−1

‖Ts‖q0→q2
sd
(

1− 1
q0

)

‖σs( f )‖1 ≪
[αl]+1

∑
s=l−1

2sdm
−

(
1
2+

1
q′0

)

s 2
sd
(

1− 1
q0

)

2−sr

≪
[αl]+1

∑
s=l−1

2sd2
−lr

(
1
2+

1
q′0

)

2
−sd
(

1− r
d

)(
1
2+

1
q′0

)

2
sd
(

1− 1
q0

)
2−sr

= 2
−lr

(
1
2+

1
q′0

)
[αl]+1

∑
s=l−1

2
sd−sd

(
1− r

d

)(
1
2+

1
q′0

)
+sd
(

1− 1
q0

)
−sr

= 2
−lr

(
1
2+

1
q′0

)
[αl]+1

∑
s=l−1

2
sd
2 − sr

2 +
sr
q′0 .

Choosing the number q′0 > 2 such that it satisfies the condition sd
2 − sr

2 + sr
q′0

< 0, we finish with

estimating the quantity I6

I6 ≪ 2
−lr

(
1
2+

1
q′0

)

2
ld
2 −

lr
2 +

lr
q′0 = 2−ld( r

d−
1
2) ≍ m− r

d+
1
2 . (33)

Hence, combining (27) with (33), we can write

I4 ≪ m− r
d+

1
2 . (34)

Moving to estimation of the term I5, we note the following. Speculating similarly as it was

done during proving the upper estimate in Theorem 1 (see the case 1 ≤ p < q ≤ ∞), we get

I5 =

∥∥∥∥∥∥

∞

∑
s=[αl]+2

f(s)

∥∥∥∥∥∥
Bq,1

≪
∞

∑
s=[αl]+2

2
−sd

(
r
d−

1
p+

1
q

)

≪ 2
−αld

(
r
d−

1
p+

1
q

)

. (35)

Taking into account the value of α, i.e. putting α =
(

r
d −

1
p +

1
2

)
/
(

r
d −

1
p +

1
q

)
, from (35) we

obtain

I5 ≪ 2
−ld

(
r
d−

1
p+

1
2

)

≍ m
− r

d+
1
p−

1
2 . (36)

Therefore, combining (26), (32), (34) and (36), we get the upper estimate for the trigonometric

widths

d⊤m(B
r
p,θ , Bq,1) ≪ m

− r
d+

1
p−

1
2 . (37)

From (37), in view of the inequality (20), we immediately obtain the upper estimate for the

Kolmogorov width dm(Br
p,θ , Bq,1):

dm(B
r
p,θ , Bq,1) ≤ d⊤m(B

r
p,θ , Bq,1) ≍ m

− r
d+

1
p−

1
2 .

Concerning the upper estimate for the linear widths λm(Br
p,θ , Bq,1), we note the following.

When estimating above the upper estimate for the trigonometric width d⊤m(B
r
p,θ , Bq,1), we

in fact were using the linear operator Λm, such that acted on the function f ∈ Hr
p by the

formula

Λm f := (Λm f )(x) =
l−1

∑
s=0

f(s)(x) +
[αl]+1

∑
s=l

(t(Θms , x) ∗ f(s)(x)).
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Taking this into account, we can state that the upper estimate for the linear widths

λm(Br
p,θ , Bq,1) has the form (37), i.e.

λm(B
r
p,θ , Bq,1) ≪ m

− r
d+

1
p−

1
2 .

That is, we proved upper estimates for all of the approximative characteristics considered in

Theorem 3. As to the lower estimates in (23), we note that it is sufficient to get the respective

estimate for the Kolmogorov width dm(Br
p,θ , Bq,1). In turn, the required estimate follows from

Theorem E and the relation ‖ · ‖q ≪ ‖ · ‖Bq,1
. Theorem 3 is proved.

Corollary 5. Let 1 ≤ p < 2 ≤ q <
p

p−1 , 1 ≤ θ ≤ ∞. Then for r > d the relation

em(B
r
p,θ)Bq,1

≍ m
− r

d+
1
p−

1
2 (38)

holds.

Proof. The upper estimate in (38) follows from (23) and the inequality

em(B
r
p,θ)Bq,1

≤ d⊤m(B
r
p,θ , Bq,1) ≍ m

− r
d+

1
p−

1
2 .

The corresponding lower estimate is a corollary of the Theorem D and the relation

‖ · ‖q ≪ ‖ · ‖Bq,1
.
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лiнiйної апроксимацiї iзотропних класiв перiодичних функцiй багатьох змiнних // Карпатськi ма-

тем. публ. — 2023. — Т.15, №1. — C. 78–94.

Отримано точнi за порядком оцiнки деяких характеристик лiнiйної та нелiнiйної апро-

ксимацiї iзотропних класiв Нiкольського-Бєсова Br
p,θ перiодичних функцiй багатьох змiнних у

просторax Bq,1, 1 ≤ q ≤ ∞. Серед них: найкращi ортогональнi тригонометричнi наближення,

найкращi m-членнi тригонометричнi наближення, колмогоровськi, лiнiйнi та тригонометри-

чнi поперечники.

Для всiх розглянутих у роботi характеристик, їхнi оцiнки спiвпадають за порядком iз вiд-

повiдними оцiнками у просторах Lq. Бiльше того, отриманi точнi за порядком оцiнки (крiм

випадку 1 < p < 2 ≤ q <
p

p−1 ) реалiзуються за допомогою наближення функцiй з класiв Br
p,θ

тригонометричними полiномами зi спектром у кубiчних областях. У жодному з випадкiв, вони

не залежать вiд гладкiсного параметра θ.

Ключовi слова i фрази: клас Нiкольського-Бєсова, найкраще ортогональне тригонометричне

наближення, найкраще наближення, поперечник.


